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• Derive a powerful, robust language model effective across 
a variety of languages.

• Encode subword relatedness: eventful, eventfully, 
uneventful…

• Address rare-word problem of prior models.

• Obtain comparable expressivity with fewer parameters.
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Convolutional Layer

• Convolutions over character-level inputs.
• Max-over-time pooling (effectively n-gram selection).
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Highway Network (Srivastava et al. 2015)

• Model n-gram 
interactions.

• Apply transformation 
while carrying over 
original information.

• Functions akin to an 
LSTM memory cell.
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Long Short-Term Memory Network

• Hierarchical Softmax to handle large output vocabulary.
• Trained with truncated backprop through time.
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Quantitative Results

Comparable performance 
with fewer parameters!



Qualitative Insights



Qualitative Insights
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Conclusion

• Questions the necessity of using word embeddings as 
inputs for neural language modeling. 

• CNNs + Highway Network over characters can 
extract rich semantic and structural information.

• Key takeaway: can compose “building blocks” to 
obtain more nuanced or powerful models!


