Neural Turing Machines

Presented by Nish Khandwala



Papers covered:




The Problem




The Solution? Memory...
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How does reading and writing
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Reading from Memory

attention

The RNN gives an attention distribution
which describe how we spread out the
amount we care about different memory

positions

The read result is a weighted sum.




Writing to Memory

write value

Instead of writing to one location, we write

everywhere, just do different extents.

attention The RNN gives an attention distribution,

describing how much we should change

each memory position towards the write

< old memory value.
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attention mechanism : RNN controller
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.] Blue shows high similarity,
pink high dissimilarity.
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7 Will be fed to read and
\\newattentiondistribution ’/’, Write Operations
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