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The	Problem	

The	neural	networks	(NN)	
we	have	seen	in	class	
so	far	excel	at	paEern	
recogni?on	and	
reac?ve	decision	
making	but	are	unable	
to	deliberate	or	reason	
using	knowledge.	

Easy	for	NN	 Hard	for	NN	

Playing	
Breakout	

Finding	Shortest	
Path	



The	Solu?on?	Memory...	

Wait,	I	thought	LSTMs	had	memory	cells...?	
Yes,	but	we	need	an	external	memory	bank.	If	a	
LSTM’s	memory	cell	is	a	cache,	what	we	need	
is	RAM.	

	



Neural	Turing	
Machines	

NTMs	combine	RNNs	with	
an	external	memory	
bank.		

Controller	~	CPU	
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It’s	a	
RNN!	
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How	does	reading	and	wri?ng	
work?	

Reading	from	and	wri?ng	to	memory	should	be	
differen?able	with	respect	to	the	loca?on	we	
need	to	operate	on.		

But	this	is	tricky!	Why?	
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Solu?on?	Read	and	write	everywhere,	just	to	
different	extents..	(think	aEen?on)		



Reading	from	Memory	



Wri?ng	to	Memory	
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Upda?ng	AEen?on	-	3/3	

Will	be	fed	to	read	and	
write	opera?ons	



Results*	

*	using	a	differen?able	neural	computer	(follow	
up	architecture	to	NTMs)	
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