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Text classification
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Bag of Words (or n-grams)

Natural language
processing is fun.
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Simple linear model
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Hierarchical softmax
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Yahoo Amazon full Amazon polarity

Accuracy Time Accuracy Time Accuracy Time

char-CNN 71.2 1 day 59.5 5 days 94.5 5 days
VDCNN /3.4 2h 63 /h 95.7 7h
fastText 72.3 5s 60.2 9s 94.6 10s




Summary

e fastText is often on par with deep learning classifiers
e fastText takes seconds, instead of days

e Can learn vector representations of words in different languages (with
performance better than word2vec!)

Thanks!



