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Conventional wisdom: 
Neural-network based models > Count-based models
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Levy et. al.: 
Hyperparameters and system design choices more important, 

not the embedding algorithms themselves.
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Unigram distribution smoothing exponent

# of negative samples







Hyperparameter Explored Values Applicable Methods

Window 2, 5, 10 All

Dynamic Context Window None, with All

Subsampling None, dirty, clean All

Deleting Rare Words None, with All

Shifted PMI 1, 5, 15 PPMI, SVD, SGNS

Context Distribution 
Smoothing

1, 0.75 PPMI, SVD, SGNS

Adding Context Vectors Only w, w+c SVD, SGNS, GloVe

Eigenvalue Weighting 0, 0.5, 1 SVD

Vector Normalization None, row, col, both All

Preprocessing

Association 
Metric

Postprocessing



Word Similarity Tasks Analogy Tasks




